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ABSTRACT

Human-Computer Interaction (HCI) engineering was oriented during its infancy towards the use of models in order to formulate its inherent knowledge. The formulation and exploitation of this know-how was then rapidly explored, through the use of automatic User Interface (UI) generation tools, in order to reduce its development costs. However, because of the disappointing quality of the resulting UI’s this approach was quickly abandoned. Nowadays, these same models are being rediscovered under the umbrella of Model Driven Engineering (MDE), to tackle the requirements driven by dynamic environments inherent to ubiquitous computing or cloud computing application domains for example. The present paper recalls the key points of the interaction between HCI engineering and MDE, and reveals the compelling potential of combining the research efforts of the two communities.

Keywords: Human-Computer Interaction, Model Driven Engineering, View, Actor, Phase.

1. INTRODUCTION

Interactive systems [Wegner 97] are commonly described by a minimal breakdown distinguishing between the Functional Core (FC) and the User Interface (UI). The FC includes all means of processing data independently of any user representation. The UI makes choices in terms of presentation, as a function of the targeted usage context and ergonomic properties to be satisfied. The usage context includes: the user (his/her characteristics, competencies, preferences, etc.), the execution platform (its computational and communication capacity, and available I/O interaction resources), as well as the physical/social environment in which the user is placed (conditions of lighting and noise, public or private space, open or closed, etc.) [Calvary 03]. The ergonomic properties refer to the quality of interactive system usage (cognitive requirements of using interfaces). Ergonomic criteria [Bastien 93] allow the latter to be characterised: for example, the user’s workload when accomplishing a task, or the UI’s compliance with standards.

Research in Human-Computer Interaction (HCI) engineering has been strongly driven by improvements in software and hardware. These have been numerous in recent years, leading to a revolution in human-computer interactions: from monolithic applications reserved for experts in a fixed location, today’s research is oriented towards widespread applications, accessible to all, at any time, in any place (public transport, office, home, street, etc.), with any sort of device (computer, basic or ‘smart’ phone, interactive display, domestic appliance, etc.). Such interactions are implemented via new types of UI which go beyond the interactional keyboard-mouse-screen context, favouring new interactive means such as the displacement of the devices themselves (location based interaction but also shaking or tilting the device). These UI’s represent a major break from conventional UI’s based on windows, menus, etc.

The present paper deals with the contributions of Model Driven Engineering (MDE) [Schmidt] to HCI engineering. It covers its history, indicating the key events of the use of MDE in HCI engineering, ranging from the formulation of knowledge through models (Section 2), to the formulation of know-how by means of model transformations (Section 3). Today, the requirements of ubiquitous applications are such that MDE has become crucial to HCI engineering. Conversely, HCI engineering represents a rich application domain for MDE, through the diversity of its models, the maturity of its transformations and the prospects for research into the presentation of models to users (UI’s of models). Section 4 presents some avenues for research at the intersection between HCI engineering and MDE, i.e. promising MDE techniques for HCI engineering, and research topics in HCI engineering, which have a wealth of potential applications in MDE. Our paper concludes with a set of perspectives, which encourage further collaboration between the two communities, in line with the widely applauded French MDE initiative known as “Action IDM”.

2. FORMULATION OF KNOWLEDGE: FAMILIES AND MODELS USED IN HCI ENGINEERING

Models are traditionally used in HCI engineering to formulate knowledge of requirements and/or designs. This section presents the models used in HCI engineering, and their evolution through the needs which have successively appeared with the mutation of computing: democratisation of computing, mobile computing and ubiquitous computing.
2.1 Modelling Interactive Applications and Their Users

The democratisation of computing has placed the user at the centre of HCI research. The challenges are to improve the quality of human-computer interactions, and to support the resulting developments using the high performance methods and tools needed to ensure this quality. User-centred approaches have evolved over the course of time, from cooperative [Greenbaum 91], to participative [Schuler 93], and currently contextual [Beyer 98] designs. Generally, the user-centred design processes introduce specific steps and activities, whereby the human is taken into account in the process. For example, Figure 1 takes the conventional V development cycle of UI’s one step further, defining the ergonomic evaluation as the key activity to be carried out at each step of the process. Indeed, the regular evaluation of the ergonomics of an UI reduces the risk of rejection at the end of a cycle.

![Fig 1](image1.png)

Fig 1: Example of a user-centred design process. Feedback to preceding steps is not indicated.

Historically, the main phases in which models are involved are those concerning analysis and design: analysis of the requirements, external specifications, and software design. These three phases and the models they use or produce are described in detail in the following sections.

2.1.1 Analysis of Requirements and its Models

A key aspect at this stage is to establish a user model. This model describes a typical user. It sets general parameters (age, gender, etc.), professional competence (novice/expert, etc.) and computing ability (cautious/inquisitive/skilful, etc.) of the supposed user. Studies in cognitive psychology allow some of these characteristics to be quantified, which makes it possible to predict the user’s ease or rapidity in performing a task. For example, the degree of knowledge could be novice, intermediate or expert, according to the Rasmussen model [Rasmussen 83], knowing that the expert will have reflex reactions (automatisms), whereas a novice will need to be guided, trained or even reassured. The model of the user currently remains informal, and is saved in the form of free text.

The personality (persona) technique [Cooper 99, Blomkvist 02] is currently a well-recognised approach for the modelling of users. A personality is a key individual (for example, Susie, a young, sparkling woman – Figure 2) whose model describes character traits, behaviour, etc., with some characteristics being standard, and others less expected [Perfetti 07]. Such a model is produced following observations and interviews with real users. The personalities are then placed into scenarios, which challenge them with objectives to be achieved.
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Fig 2: Example of a personality.

The scenarios [Rosson 02] support the complete development process: problem scenarios (problem description), are then broken down into activity scenarios (description of activities needed to deal with the problem), and illustrated by interaction scenarios (staging of the activity). The scenarios can be written in text form, drawn in the form of scenario pictures (Figure 3), or even recorded using other media forms such as a situational video [Renevier 04]. These scenarios allow the different players in the design process (computer scientists, ergonomists, users, etc.) to communicate. Their informal character stimulates creativity [Nielsen 93]. They are recorded in the test plan [Lim 94] and are used during the evaluation phase for the testing or commissioning of the interactive system. They are also used in an early phase to verify with the users the accuracy of the foreseen process.

![Fig 3](image3.png)

Fig 3: An example of a scenario picture. Excerpt taken from the European project GLOSS.

In order to refine the process, the task and domain concept models are commonly used. The task model formulates the user’s intentions (for example, book a seat at a show) as well as the procedure used to achieve this objective (for example, provide one’s identity and then specify the desired seat). The procedure is a recursive break-down of the main objective into sub-objectives, with the latter being related to one another by logical and/or temporal operators. The task model is certainly more advanced and operational. Languages for task modelling include, for example, the MAD (Méthode
Analytique de Description de tâches) [Scapin 89] and CTT (Concurrent Task Tree) [Paterno 97].

Figure 4 is a graphical representation of a task model written in CTT: it explains how to book a seat at a show. It also shows that a task description is independent of the presentation options: these options depend on the external specifications. In addition, it shows that a task manipulates concepts in the relevant field: for example, notions related to seat, address, identity, etc. These concepts are described separately in a concept model. The UML class diagrams are widely used to formalise these models.

![Graphical representation of a task model written in CTT](image)

**Fig 4:** Graphical representation of a task model written in CTT.

### 2.1.2 External Specifications and their Models

Once the user-centred models have been established, the design of an UI is built around models which capture the UI’s presentation as well as its interactions. The presentation models describe the UI in terms of structure and/or rendering choice. The interaction models describe the dynamics in the form of events/reactions. These descriptions can be formulated in natural language or expressed in languages and formalisms such as UAN [Hix 93].

In order to create these models, a conventional process involves starting with the task model or scenarios, and enriching it by describing the interactions in increasingly fine detail. Each refinement involves design choices (structuring of the UI, preference for one or another interactor, etc.). The UI development process has been implemented in different ways. However, a consensus has been reached around four levels of abstraction [Szekely 96]: user tasks and field-specific concepts, abstract UI, concrete UI and final UI.

The abstract UI model structures the UI into dialog zones (the graphically shown interaction zones). It organises the UI into abstract interactors (for example, the notion of choice) without defining whether these should be represented by drop-down menus, tick-boxes, etc. The concrete UI model makes the rendering choices. At this stage, all of the presentation choices have been made, but their means of implementation have not yet been defined. These choices are made at the so-called final UI stage which sets the development and execution environment. In addition to distinguishing between different objectives, the formulation of these models allows the chosen options to be validated by the various players involved: not only users, but also ergonomists, graphic designers and computer scientists.

A natural consequence of the formulation of knowledge has been the operationalisation of the models, in order to automate code generation. A number of tools (for example, ADEPT [Johnson 93] have been proposed. They comply with a model-based approach (MB-IDE for Model-Based Design Environments). The four levels of abstraction mentioned previously establish the architectural basis for the currently explored methods.

### 2.1.3 Software Design and its Models

Once the UI has been designed, the next step is to design the software architecture allowing the UI to be linked to the functional core. Numerous studies in HCI engineering have dealt with the software architecture of interactive systems [Coutaz 01]. As in the case of software development in general, the importance of the architectural model in HCI engineering can be explained by the iterative nature of the design. This calls for the use of modular code corresponding to a reference architectural style in order to simplify software upgrades [Coutaz 01].

Two types of model allow the interactive system to be structured. The first type of model is based on a structure that isolates the functional part of an interactive system from its presentation to the user, as in the case of MVC (Model View Controller) [Reenskaug 79] or PAC (Presentation Abstraction Control) [Coutaz 87, Avgeriou 05]. MVC distinguishes between three different aspects in software: the ‘model’ (the business part), the ‘view’ (business data representation) and the ‘controller’ (management of user interactions). The model communicates with the view in accordance with the “observer-observable” design pattern, with the view being able to query the model to obtain current values. The controller manages the user events by initiating UI updates and by transmitting any data changes to the model. The PAC model has a slightly different breakdown. The ‘A’ (Abstraction) facet corresponds to the model part of MVC. The ‘P’ (Presentation) facet corresponds to the view and controller part of MVC. The PAC model thus introduces its own additional facet ‘C’: control. The control has two purposes: to enable the exchange of communications (and translations) between abstraction and presentation, and also to ensure the UI’s consistency, by means of a hierarchy (tree) of PAC units linked together by their control facets.

The second type of model corresponds to a functional breakdown of the interactive system. This is the ARCH [UIIMS 92] model which refines the UI into four functions: a Functional Core (FC) adapter which provides for data translation between the FC and the UI; a Dialog Controller (DC) which drives the dynamics of the UI; a logical presentation which assumes the role of an adapter between the DC and the physical presentation; and the physical presentation corresponding to the implementation of the UI in the given language and toolbox.

Mobile IT introduces a new dimension to these notions: the development of multi-platform UI. This
dimension opens up new perspectives for the aforementioned models.

2.2 Platform Modelling
The democratisation and success of mobile media (mobile phones, personal assistants) has made the task of UI developers more difficult. The aim is to avoid having to redevelop an UI when the physical or software platform changes, and to ensure ergonomic consistence between versions. The European project CAMELEON [Calvary 03] (http://giov.cnuce.cnr.it/cameleon.html) was involved in the four previously established levels of abstraction (Section 2.1) in order, firstly to enable multi-target UI development, and secondly to provide tools for such development. The abstract and concrete UI’s are then recognised for their importance in terms of pivotal models: they assume the role of a PIM (Platform Independent Model) in a MDA (Model Driven Architecture) context [OMG 01], whereas the final UI assumes the role of the PSM (Platform Specific Model).
The variety of platforms, and more generally of prevailing usage contexts motivated the search for multi-platform UI’s (aka Plastic UI) in 2001 [Thevenin 01]. New models were introduced in order to describe the usage context (user platform, environment) and changes in usage context. These are evolution models (a set of Event-Condition-Action rules) and transition models, with the purpose of the latter being to accompany the user in any change (for example, by means of a deformation of the UI enabling visual continuity).

With the advent of ubiquitous computing, usage context and changes in usage context are no longer always predictable at design time. The HCI community has thus faced with new challenges.

2.3 Modelling the Usage Context
Ubiquitous computing as it was imagined by [Weiser 91] promises citizens the permanent availability of services: the user is mobile [Lyytinen 02]: he/she can access his/her data and applications from anywhere, at any time, from any device. This desire for universality [Scholtz 99] calls for the modelling of knowledge and know-how, in such a way as to prepare the system for situations unforeseen at design time. The Meta approach [Fischer 04] is thus an obvious solution, thereby disrupting various dichotomies.

Between phases. The development and execution phases were until recently distinct: development decisions were the developer’s prerogative, whereas the execution was driven by the user. With ubiquitous computing, since the usage contexts are no longer systematically predictable at design time, the system needs to be endowed with generating capacity allowing it to deal with usage contexts for which no tailor-made UI would have been designed at the outset. The unification of design and execution corresponds, in reality, to a shift to the Meta level, in order to design what is no longer an interactive system, but a generator tool. This transition in reasoning requires the flexible points (i.e. decision points in HCI engineering) of an UI to be identified, the corresponding metamodels to be formulated, and calls for various transformations of the corresponding models [Sottet 08].

Between players. The unification of design and execution results in the abolition of the dichotomy between the designer and the user. Now, the user shapes his interactive space, just as the designer invents an UI. End user programming [Smith 77] and DSL’s (Domain Specific Language) [van Deursen 00] are domains, which are today being rediscovered in HCI engineering. For example, in Jigsaw, by means of a dedicated graphical editor, the user builds simple programs by assembling jigsaw puzzle pieces such as “If someone rings the doorbell, take a picture and transfer it to the PDA” [Roden 04]. This perspective raises an interesting question: that of the view associated with models and metamodels. How can (meta)models be presented to users who are not necessarily IT experts? How much control can they be given, and via which UI? The question remains open.

Between functions. The lack of consideration for FC (Functional Core) is starting to change. Indeed, in some applications it is important to recognise that the FC exists inherently, independently of the use to which it is put [Blay-Fornarino 07]. As a consequence, it is important to see beyond the division between UI and the FC. Of course, this modularity must be revisited in order for the changes in FC to be suitably taken into account, in a world in which services dynamically appear and disappear. Indeed, service and component-based software platforms simplify the dynamic assembly of components. Changes in the assemblies can have an impact on the UI by modifying, for example, the user tasks. This observation has led some studies to propose solutions which, at the level of the presentation and the interactions, automate the interpretation of adaptations of the FC, the latter being produced by means of a dynamic assembly of services. We cite the work of [Bihler 07] dealing with the creation of an UI based on a workflow of services, and also the work of [Pinna-Dery 08] who proposes a platform assisting with the coherent assembly of UI’s as a function of the assembly of functional services. Such an approach favours the re-use of existing solutions. The work of [Mosser 08] transforms data workflows described at the Mashup level (autonomous part of web pages, which provides the UI and the functional part, and is generally handled by administrator pages on the web), into service orchestrations. The work of [Brel 10] reuses existing UI’s for creating new applications by composition while preserving user requirements of individual original systems and keeping some of the links between the functional part and the UI part in the resulting system. At the heart of these approaches, are models and model transformations, permitting either the transition from a dataflow model to a workflow model, or the transition from an abstract UI model to a concrete UI model in which the UI’s are designed as assemblies.

Between technologies. Until recently, UI’s were technologically homogeneous. With the possibility of distributing a UI over several physical platforms (for example, remote control on a PDA, content on a PC), it has now become necessary to envisage hybrid UI’s,
combining different technologies: one part in html ("conventional" UI composed of text, buttons, etc.), another part in OpenGL (3D UI) or even in VoiceXML (for speech synthesis of information). Some of these parts can be generated, others can be reused. The generation can be based on conventional toolboxes, or can dynamically invoke advanced components [Demeure 08] and thus depart from the form type of UI usually generated up until now.

Figure 5 depicts a proposed classification for the models used in the engineering of interactive systems. It relies on an ARCH-like decomposition, which distinguishes the presentation part (P) from the dialog controller (DC) in the UI. The FC adaptor and the nuance between logical and physical presentations are not discussed here.

For the FC part, one can cite as examples of conceptual models: the use cases, class diagrams or sequence diagrams, as proposed in UML (Figure 5). From the point of view of its implementation, one could apply SCA [Marino 09], Fractal [Bruneton 06] or OSGi [OSGi alliance 03]. For the DC part, the best-known models are Pétri networks [Palanque 96] or a hierarchy of PAC agents as recommended in PAC-AMODEUS [Nigay 97]. In the latter case, there are heuristic rules for deriving the DC from the external specifications. For the P part, the more conventional models are often based on abstract or concrete UI as proposed in UsiXML [Limbourg 04b], or graphical multi-platform toolboxes.

Despite the FC/DC/P breakdown, the models are not mutually exclusive. Indeed, they have an influence on one another: their definition requires mutual feedback, which is not always simple to implement, since the players are not necessarily the same. For example, the task model can be an extension of use cases manipulated in the FC (Figure 5). The use cases model the system functionalities only, without taking the UI into account, whereas the task model is based on a similar approach, but is potentially capable of integrating functionalities as "system tasks". When these (use case and task) models are kept mutually consistent, this can be referred to as 'horizontal collaboration'.

Starting from the task model, a dialog model and an abstract UI model can be produced (Figure 5). Conversely, starting from an abstract or a concrete UI, the task model can be found. For example, Figure 4 is a possible task model for the UI shown in Figure 6. If the task and dialog models, the task and abstract UI models, or even the abstract and concrete UI models are kept mutually consistent, this can be referred to as 'vertical collaboration'.
Fig 6: UI (excerpt from [Nogier 05]) for which a possible task model is that shown in Figure 4.

By preserving collaborative links during execution, the design choices can be dynamically reviewed, whenever the usage context changes. However, such a revision requires the formulation of a certain volume of know-how, i.e. transformations.

2.4 Summary

The present section has described many models in HCI engineering: user model, task model, dialog model, platform model, environment model, evolutionary model, transitional model, etc. Not all of these models are treated in the same manner. Some are treated numerically (the task model in particular), others are not (scenario models in particular). Some of these are sufficiently mature (for example, the task model) to be qualified as metamodels, whereas others are not.

Currently, some languages are thus sufficiently advanced and equipped with tools. For example, tasks may be described using the CTT language and its CTTe environment [Mori 02]. This is also the case for grammatical structures such as UsiXML [Limbourg 04b], which provide good coverage and are being standardised. Nevertheless, some models such as concrete UI still justify further improvements. This is also the case of the “mapping model”, a key model for the dispatching of vertical and horizontal collaborative links, since it links models with different levels of abstraction (multiple development paths) together, and allows links to be maintained between the different UI representations. The mapping model has strong similarities with the mapping implemented between elements of a source model and a target model, within a model transformation rule, according to a traditional MDE process.

Figure 7 shows the mapping between an interaction model and a concrete UI model. The tasks are grouped into interaction or “Layout” areas (Interaction Space), allowing them to be mutually structured. Each of these areas is mapped (arrows) with interactors (windows, tabs, etc.): the “Actions” are mapped to buttons, the “Input Elements” to text fields, …

Fig 7: Example of a mapping model.

3. FORMULATION OF KNOW-HOW: TRANSFORMATION OF MODELS IN HCI ENGINEERING

HCI engineering forms a rich applicative framework for MDE, as a result of the variety of operations which can be made on the models: composition by fusion, difference or joining of models in order to re-use and compose different modelling types [Pinna-Dery 03], [Lepreux 06]. This section covers the history of the transformations and various operations carried out on the models in HCI engineering, from the standpoint of the requirements identified in section 2.

3.1 Adapting UI’s to the Users

Numerous studies dealing with model transformations make use of the task model and a concrete UI to automate code generation for a given user and platform. The four levels of abstraction can then be viewed as different levels of refinement of the same UI, despite the absence of a common metamodel.

In most studies, the task model is the starting point of the transformations: the final UI is generated from a task model, without it being possible, however, to monitor the transformations or intermediate models. For example, the UI shown in Figure 6 could be generated automatically from the task model in Figure 4, by means of model transformations associating (1) one text field per leaf task, (2) an indicative text to the left of each text field, accompanied if necessary by a user guide to the right, and (3) a space to separate the information “packets” of each intermediate task (here, identification of the user specifying the seats).

The disappointing quality of generated UI’s penalised this approach, and consequently the models [Myers 00]. The boom in PDA’s has led to renewed interest in models for HCI engineering: the wide range of platforms indeed calls for economic solutions, to ensure ergonomic coherence between platforms (for example, a PC version and a phone version). On the assumption that business evolves less rapidly than technology, the MDA approach is dedicated to the management of the specific aspect of software dependence on an execution platform. The HCI community has thus naturally turned to MDA, which provides a response to these new preoccupations related to the generation of UI’s on multiple platforms, in different languages.
3.2 Adapting UI’s to Platforms

In order to deal with the multitude of existing platforms, the traditionally adopted approach of reverse engineering is giving way to other conceptions. In particular, different entry points can be selected (for example, at the level of the concrete UI, to integrate the use of layouts) and different monitored design paths (for example, reverse engineering to recover the task model, starting from an UI layout). The reference framework CAMELEON [Calvary 03] was then proposed as a methodological support, to assist with the design steps and paths. This reference framework explicitly shows that the transformations may be either manual or semi-automatic: the justification for “all automatic” is no longer applicable.

The designer can specify the model transformations to monitor the quality of the UI’s produced. The specification of transformations implies integrating ergonomic criteria into the transformation process. For example, if “error protection” [Bastien 93] is a criterion considered to be important for a given UI, the transformation of a choice should privilege radio buttons, drop-down menus, or tick-boxes, rather than free text fields such as those used in Figure 6 for the selection of a morning or an evening session. Very often, a poor (i.e. non-ergonomic) transformation implies, as a result, the addition of interactors in order to provide the user with compensatory guidance (guidance is another criterion in ergonomics [Bastien 93]). In Figure 6, the text “M = Morning, E = Evening” is an example of this. Unfortunately, the text is very often ambiguous, thus leading to other ergonomic errors. For example, in Figure 6 the text “Family name, First name” is ambiguous: some users use a comma, others do not. [Sottet 08] shows how each element of an UI can be justified by means of transformations. If an element is not justified, then the ergonomic criterion of conciseness [Bastien 93] is transgressed.

When the variability and the unpredictability of the usage context are then included in the debate, the HCI community leaves MDA behind, in preference for MDE as it is known and used today.

3.3 Adapting UI’s to the Usage Context

With the disappearance of the borders between design and execution in ubiquitous computing, the models become key elements, available during execution [Bencomo 06], which are indispensable for the appraisal of, and reaction to the applications’ execution [Muller 07]. The different UI models (tasks, concepts, abstract UI, concrete UI, etc.) thus become observation points of the interactive system, enabling the decision to be made to suitably adapt UI’s whenever the usage context changes.

[Demeure 11] proposed to include a model flow diagram (Figure 8, aka "Graph of models") in the execution, to support dynamic adaptation. The model flow diagram explicitly represents the transformations and collaborative links between models, relating to:

- Interactive systems: the levels of abstraction of the UI, the FC and its connection to the UI (relationship with the concepts and the tasks);
- Usage context according to its three constituents < User, Platform, Environment > and their interrelationships: user and platform position in the environment (respectively Rel U-Env and rel Ptf-Env) as well as the use of the platform’s I/O devices (Rel U Input/output) by the user;
- Deployment of the interactive system on the platform (Rel NF-Ptf and Rel Ptf-CUI, the latter being refined to Rel Inputs/Outputs-CUI).

The strength of the model flow diagram lies in the fact that it preserves the models (but does not consume them) and makes the transformations between models explicit. The relationships between models can thus be seen as causal links, since they exist between a system and the models at runtime to which it is related. The loss of information was known as the “mapping problem” [Clerckx 04] [Griffiths 01] [Limbourg 04a]. However, the preservation of relationships between models at runtime reduces the impact of this loss.

![Functional core](https://example.com/fc.png)

**Context of use**

**Functional core**
- Environment (Env)
- Mapping U-Env
- Mapping U-Input
- Mapping U-Output
- Workspace (Work)

**User Interface**
- Concept
- Concept Task
- Task FC
- FC-PF

**Fig 8:** Model flow diagram. The (white and grey) boxes represent models. The grey boxes indicate relationships (Rel) between the models.

The Ecosystem allows the impact of a modification on a model to be analysed. For example, the modification of a task will imply changes to all of the interactors to which it is related. Another example is given by the movement of the users or rendering devices in the environment, which could cause a given task to become inaccessible (for example when searching for information) if the corresponding interactors are not enlarged or replaced by more suitable ones.

3.4 Summary

The absence of some metamodels means that some of the models are exploited manually by those who develop or use the interactive systems, whereas other models can be exploited automatically by means of MDE.
tools. Here, we are interested in the types of transformation which have been experimented with and used in HCI engineering:

- Model-to-model, such as the transformation of a task model into a presentation model. In the CTTE environment [Mori 02], the task model is represented by a tree whose nodes are the user’s objectives, with the links between the nodes being dependence relationships between these objectives. It is then possible to transform the task model firstly into a dialog model representing the series of tasks such that the user can accomplish them, and then into an intermediate presentation model. This link between the dialog controller (DC) and the abstract presentation model is a case of horizontal transformation (cf. Figure 5).

- Model-to-code for the automatic generation of the final UI, starting from the abstract or concrete UI. This is the case for MXML transformations (concrete UI) into a Flash executable in the Flex environment (http://www.adobe.com/fr/products/flex/). The transformations within UsiXML are further examples of this. Both cases correspond to vertical transformations (cf. Figure 5).

- Code-to-model for the serialisation of UI’s. Both in the case of UsiXML and ALIAS [Occello 10], the aim here is for the framework computation not to depend on the final UI description, and for it to remain independent of the execution platform. The model thus obtained can then be used when changing platform, or for UI compositions.

Ultimately, the operationalisation of all models, metamodels and transformations will open up possibilities for true fast prototyping, providing support for creativity. This creativity is essential in design, as well as in evaluation. Indeed, [Tohidi 06] has demonstrated the strength of a comparative assessment, with respect to an absolute one: the ability to generate alternative UI’s at a low cost offers attractive perspectives.

4. WHAT IS THE FUTURE OF HCI ENGINEERING AND MDE?

This section proposes to take a step back from the usage of models in HCI engineering. It shows how research workers in HCI engineering and MDE can try to solve, together, problems relevant to their respective domains.

4.1 Promising Studies in MDE for HCI Engineering

Some needs in HCI engineering (sections 2 and 3) have found a partial response in the progress made in the field of model engineering. The requirements in terms of HCI engineering and “model-oriented” solutions have evolved more or less consistently and separately, and provide evidence of fruitful convergence between these two domains. Other forms of collaboration could be imagined, in view of the extensive range of MDE applicability today. Indeed, this is the result of the evolution of a set of approaches centred on the automation of the software development process, which is likely to provide solutions for other known requirements in HCI engineering, such as product lines (Software Product Lines or SPL) [Dikel 97], Model Integrated Computing (MIC) [Sztpanovits 97], Domain Specific Modelling (DSM) [Pohjonen 02] and Aspect Oriented Modelling (AOM) [France 03].

Assuming software can be grouped into product families, sharing a set of functionalities which satisfy well defined requirements, the SPL approach emphasises modelling and the processing of the variability between different software packages within the same family [Perez 06]. This approach would then allow the variability of an UI to be managed as a function of the usage context (a typical example: the different versions of Google adapted to desktop computers and mobile phones).

If the definition of a software product can be broken down into a set of requirements (task model in HCI engineering), an architecture (MVC model, or PAC in HCI engineering), and an environment (platform model), and these three aspects are required to evolve together, then the MIC is based on a multi-model concept and manages the composition and evolution of these models. This approach is all the more relevant since the different models used in HCI engineering today evolve rapidly, and need to maintain coherent links (cf. model flow diagram shown in section 3.3).

With the advent of MDE, the focus on models has shifted, and code-related concepts such as the aspects or languages specific to this domain have given rise to model approaches based on these same concepts: DSM and AOM. The DSM approach is of interest when proposing suitable modelling tools for each type of model (low and high fidelity mock-ups, interaction and dialog models, task models, software architecture model) and its associated player (designer, ergonomist, software architect, developer, or even the end user). This approach thus ensures the continuity of refinement and traceability between these models through the use of a modelling tool chain. The AOM approach can be used in work related to UI composition, in order to facilitate inter-operation of the different models involved.

4.2 Promising Studies in HCI Engineering for MDE

Exploration of the use of MDE in HCI engineering has revealed promising opportunities for the application of key MDE concepts, i.e. models, metamodels and transformations. Here, HCI engineering has a clear advantage with respect to other applicative domains: the solid know-how developed in models and transformations. Now that this tandem has been discovered, and a common basis has been established, the next step is to refine MDE usage in greater detail. Here, we have identified various leads confirming that this
discovery is still in its early days, and that HCI engineering can offer a true potential for the development of MDE.

Relevance and quality of (meta)models. In HCI engineering, the identification of metamodells has been based on the past, re-adopting traditional task levels, and abstract, concrete and final UI. However, have the correct models been defined, in other words are the appropriate variables used in this reflection? Could a method be defined for the identification of these variables?

With models, it is important to describe their quality. This has been shown to be crucial for UI transformations, but can clearly be generalised to other models. In HCI engineering, transformations are operations in which ergonomics become relevant [Sottest 08a]. Indeed, if the task model includes part of the ergonomics (the UI is useful), there is another component of ergonomics which it does not take into account: its usability. The latter can be expressed by ergonomic criteria, such as those defined in [Bastien 93]. The ergonomic properties of the transformation need to be formulated during its adaptation, in order for the best transformation, i.e. that which is likely to best satisfy the user’s expectations (for example, a low work-load), to be selected.

Properties of the model flow diagram. One of the hypotheses proposed today is that the model flow diagrams are complete and correct (as far as consistency is concerned): an UI is described from all points of view (tasks, structure, interactors, program) and these aspects are mutually consistent. In reality, these two properties might not be achieved:

- Incompleteness. In the case of an open approach, the dynamic adaptation of UI can be achieved by recruiting components. It can be expected that these components will not all be described in accordance with all of these aspects. The model flow diagram can thus be incomplete. Two approaches are possible: either complement the descriptions using automatic model recovery (model recovery through reverse engineering) perhaps with an associated confidence level with respect to the inferred models; or reason on the basis of incomplete information by installing “stoppers”. If these approaches seem reasonable for the models used today, this is less true for more informal models which have not yet been considered, since they are far from being operational: this is the case for the user model. Nevertheless, this model is fundamental to the construction of an UI. How can it be integrated?

- Incorrectness. On the model flow diagram (Figure 8) expressing the “why” of design (design rationale), it is important that the model flow diagram be consistent, since there would otherwise be a risk of incorrectly steering the transformations. Inconsistencies could be introduced by the designers, or be produced by incorrect descriptions. Whatever their origins, it is important for such inconsistencies to be detected and corrected.

UI of the model flow diagram. Since models, metamodells and transformations can now be placed under the control of the user (today, the designer, in time, perhaps, the user), the problem of the fractal nature of the description is raised: the UI’s of these (meta)models can themselves be modelled, leading to new model flow diagrams. It is thus important, from the methodological point of view, to correctly circumscribe the studied object and to understand in which cases it is relevant to produce an UI for these (meta)models. And what sort of UI’s? For example, thanks to MDE, UI’s are potentially auto-explanatory, of the type “Why and Why not ?” [Myers 06]: how and when should such explanations be given? Presentation is important. It is known, for example, during the design phase, that low fidelity mock-ups provide a more active support for the exploration process [Hong 01]: the inaccuracy of the contours indeed allows the users to be more freely critical of the system. It can thus be productive to artificially deteriorate the quality of the general contour, to give the impression of an early design stage, and an approximate mock-up (Figure 9). The model flow diagram’s representation could thus be adapted according to the life-cycle instant under consideration.

Fig 9: Fidelity levels. Excerpt from [Hong 01].

5. CONCLUSION

Through the multitude of models and transformations used in HCI engineering, the present paper has shown that HCI engineering constitutes a fertile terrain for experimentation in MDE. It has also shown that MDE has been able to provide answers to the needs of the HCI community. Some of the methods, concepts and techniques used in MDE have been, and continue to be, successfully used in HCI research projects: MDE provides the theoretical and technical foundations, bringing about rigor and knowledge capitalization through UI models, as well as know-how through the transformation of UI models.

However, as has been emphasised earlier in this paper, the relevance of the models or their representations used in HCI engineering should perhaps be queried, in particular in the context of end user programming [Smith 77], where these models or their representations should ultimately be manipulated by the end user. Similarly,
since it appears desirable to reinforce the links between the functional cores (FC) and their UI, for reasons of modularity and recomposition, the models used in HCI engineering, which have separated FC from UI, should be revisited.
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